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Biography

Yanhong Zeng is currently a researcher at Shanghai AI Laboratory. Before that, she obtained her computer science
Ph.D. degree in the joint doctoral program between Sun Yat-sen University (SYSU) and Microsoft Research Asia
(MSRA) in 2022, supervised by Prof. Hongyang Chao and Dr. Baining Guo.

Her research interest is developing high-quality and controllable generative models for open-domain
multi-modality generation (e.g., image, video, audio, etc.). She has published papers in top international
conferences and journals, such as CVPR/ECCV/NeurIPS/TVCG.

Education

Sun Yat-sen University, PhD in Computer Science and Technology Aug. 2017 – Jun. 2022
• Recipient of the National Scholarship Award
• Thesis: Research on Image and Video Inpainting by Generative Adversarial Networks
Sun Yat-sen University, BS in Software Engineering Aug. 2013 – Jun. 2017
• GPA: 3.9/4.0. Recipient of the National Scholarship Award, Outstanding Undergraduate Award

Experience

Researcher, Shanghai AI Laboratory – Shanghai, China Jul. 2022 – present
• Poems of Timeless Acclaim (R&D). This AI-driven animation series, created with China Media Group (CCTV),

was broadcast in 10+ languages across 70+ platforms, reaching nearly 100 million viewers in two weeks. I
developed the workflow for controllable image generation and human-centric animation.

• MagicMaker (Project Owner). It is an AI platform for effortless image generation, editing, and animation. I
initiated and lead the project while leading a small R&D team in developing its AI models.

• MMagic (Lead Core Maintainer). MMagic is an open-source PyTorch toolbox for image and video editing as
well as generation. I am responsible for feature development and community maintenance.

Research Intern, Microsoft Research Asia – Beijing, China Aug. 2018 – Dec. 2021
• Mentored by Dr. Jianlong Fu, conducting cutting-edge research on GAN and its applications in image and video

inpainting, as well as video super-resolution. Delivered image inpainting models to Microsoft Office Team.

Research Intern, Microsoft Research Asia – Beijing, China Jun. 2016 – Jun. 2017
• Mentored by Dr. Richard Cai, conducting cutting-edge research in 3D human body reshaping.
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Services and Activities

Conference Reviewer
• International Conference on Learning Representations (ICLR): 2022, 2023, 2024, 2025
• The IEEE / CVF Computer Vision and Pattern Recognition Conference (CVPR): 2023, 2024, 2025
• The Conference on Neural Information Processing Systems (Neurips): 2021, 2022, 2023, 2024



• The International Conference on Computer Vision (ICCV): 2023
• The European Conference on Computer Vision (ECCV): 2024
• The International Conference on Machine Learning (ICML): 2022 (outstanding reviewer)
• The AAAI Conference on Artificial Intelligence (AAAI): 2022, 2023, 2024
• The ACM SIGGRAPH Conference: 2021
• International Conference on Artificial Intelligence and Statistics (AISTATS): 2025
• IEEE International Conference on Multimedia & Expo (ICME): 2021,2022,2023

Journal Reviewer
• IEEE Transactionson Image Processing (TIP)
• IEEE Transactions on Visualization and Computer Graphics (TVCG)
• IEEE Transactions on Multimedia (TMM)
• IEEE Transactions on Circuits and Systems for Video Technology (TCSVT)
• Pattern Recognition (PR)

Conference Committee
• Co-organizer, OpenMMLab: Open-source Platform for Vision, Language and Generative AI, Tutorial@ICCV2023
• Co-organizer, Boosting Computer Vision Research with OpenMMLab and OpenDataLab, Tutorial@CVPR2023
• Co-organizer, OpenMMLab: A Foundational Platform for Computer Vision Research and Production,

Tutorial@AAAI 2023
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